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ABSTRACT
In modern online platforms, incentives (e.g., discounts, bonus) are
essential factors that enhance user engagement and increase plat-

form revenue. Over recent years, uplift modeling has been intro-

duced as a strategic approach to assign incentives to individual

customers. Especially in many real-world applications, online plat-

forms can only incentivize customers with specific budget con-

straints. This problem can be reformulated as the multi-choice

knapsack problem (MCKP). The objective of this optimization is

to select the optimal incentive for each customer to maximize the

return on investment (ROI). Recent works in this field frequently

tackle the budget allocation problem using a two-stage approach.

However, this solution is confronted with the following challenges:

(1) The causal inference methods often ignore the domain knowl-

edge in online marketing, where the expected response curve of

a customer should be monotonic and smooth as the incentive in-

creases. (2) There is an optimality gap between the two stages,

resulting in inferior sub-optimal allocation performance due to the

loss of the incentive recommendation information for the uplift

prediction under the limited budget constraint. To address these

challenges, we propose a novel End-to-End Cost-Effective Incentive

Recommendation (E
3
IR) model under the budget constraint. Specif-

ically, our methods consist of two modules, i.e., the uplift predic-

tion module and the differentiable allocation module. In the uplift

prediction module, we construct prediction heads to capture the

incremental improvement between adjacent treatments with the

marketing domain constraints (i.e., monotonic and smooth). We

incorporate integer linear programming (ILP) as a differentiable

layer input in the differentiable allocation module. Furthermore, we
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conduct extensive experiments on public and real product datasets,

demonstrating that our E
3
IR improves allocation performance com-

pared to existing two-stage approaches.
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1 INTRODUCTION
With the development of online platforms, online marketing has

become increasingly essential and competitive [19]. Assigning cus-

tomer discounts or bonuses is a critical strategy for promoting user

conversion and increasing revenue. For instance, Taobao utilizes

coupons to enhance user activity [18], Booking employs promotions

to improve user satisfaction [3], and Meituan uses cash bonuses

to stimulate user retention [32]. In an online marketing scenario,

recommending a more significant incentive to customers can in-

crease the purchase probability. It’s reasonable to hypothesize that

an increased incentive is unlikely to change spending behavior

significantly. However, the incentive recommendation is often con-

strained by a limited budget, which means that only a portion of

individuals can receive incentives. Therefore, the main challenge

is to convert more users and generate higher revenue within the

budget constraints. This problem is typically formulated as a budget

allocation problem in online marketing [41].

Several recent studies have tackled this problem using a two-

stage approach [3, 39, 40]. In the first stage, causal inference meth-

ods estimate uplift, and in the second stage, an integer programming

formulation finds the optimal allocation based on the predicted up-

lift. Zhao et al. [37] employ a logit response model [26] to forecast
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treatment effects and subsequently determine the optimal alloca-

tion by utilizing root-finding to satisfy the Karush-Kuhn-Tucker

(KKT) conditions. Tu et al. [31] introduce several advanced esti-

mators, including Causal Tree [7], Causal Forest [5], and Meta-

Learners [17], to estimate the heterogeneous effects. They also

regard the second stage as an optimization problem. There are also

some works that utilize policy to address the problem of budget

allocation [34, 36, 40, 41]. Xiao et al. [34] and Zhang et al. [36] have

developed reinforcement learning solutions utilizing constrained

Markov decision processes to learn an optimal policy directly. Zhou

et al. [40] expand on the concept of decision-focused learning to ac-

commodate multi-treatments and devise a loss function for learning

decision factors for MCKP solutions.

However, there are still some limitations to these methods. For

the two-stage methods, firstly, the existing causal inference meth-

ods lack interpretability and do not conform to domain knowledge,

which may result in unreliable predictions in practical scenarios.

As shown in Figure 1, the response curve of a user should be mono-

tonic and smooth. For example, customers who use coupons of

varying values typically yield distinct transaction revenues, with

larger coupons generally resulting in higher revenues. Thus, with-

out incorporating the marketing domain knowledge, we may get a

wrong uplift prediction of the user, which results in a non-optimal

incentive recommendation; Secondly, there is an optimality gap

between the two stages, as their objectives are fundamentally differ-

ent. For example, with a significantly low total budget, an effective

allocation algorithm should distribute incentives solely among a

small subset of users who exhibit high sensitivity to incentives. In

such cases, a well-trained uplift model might exhibit worse market-

ing effectiveness if the model demonstrates higher precision across

all users on average but performs inadequately for this subset of

users. For the policy-based methods [20], learning complex policies

solely through a model-free black-box approach, without exploiting

causal information, may lead to sample inefficiency.

To solve the limitations above, in this paper, we propose an in-

novative End-to-End Cost-Effective Incentives Recommendation

(E
3
IR) model to address these limitations. Our model consists of

two modules: the uplift prediction module and the differentiable

allocation module. In particular, the uplift prediction module em-

ploys a reparameterization-based multi-head structure for response

prediction, ensuring monotonicity and smoothness by constrain-

ing the output to be non-negative and sharing model parameters

between incremental improvement prediction heads. To mitigate

the optimality gap, the differentiable allocation module tackles the

budget allocation problem from an end-to-end perspective using

a backward pass for the Integer Linear Programming (ILP) prob-

lem. This module can learn both value terms and constraints of the

ILP, enabling universal combinatorial expressivity. Additionally,

we conduct extensive experiments on various datasets to evalu-

ate the effectiveness of our E
3
IR model. Our contributions can be

summarized as follows:

• We propose a novel E
3
IR model for the end-to-end optimiza-

tion of the budget allocation problem.

• We design an uplift prediction module injected with the

marketing domain knowledge, which can ensure the user

response curve is monotonic and smooth.
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Figure 1: An example of the common bad cases of the user re-
sponse curve. 𝑓 (𝑡) and 𝑔(𝑡) are a user’s response function and
cost function, respectively. 𝑡∗ is the expected best incentive
level, which satisfies the 𝑓 (𝑡∗) −𝜆𝑔(𝑡∗) > 𝑓 (𝑡𝑖 ) −𝜆𝑔(𝑡𝑖 ),∀𝑡𝑖 ≠ 𝑡∗.
In the two cases, we may find the wrong best incentive level
𝑡 𝑗 (i.e., 𝑡𝑘+1 in (a) and 𝑡𝑘+4 in (b)) because of 𝑓 (𝑡∗) − 𝜆𝑔(𝑡∗) <

𝑓 (𝑡 𝑗 ) − 𝜆𝑔(𝑡 𝑗 ),∀𝑡 𝑗 ≠ 𝑡∗.

• We employ the differentiable ILP layer for the budget al-

location, which can mitigate the performance gap in the

two-stage methods.

• We conduct extensive experiments on a public dataset and a

production dataset, and the results demonstrate the superi-

ority of our method.

2 RELATEDWORK
2.1 Budget Allocation
In recent years, several budget allocation methods have been pro-

posed to address the issue of online marketing. Previous studies

often utilize heuristic methods to determine the optimal incentive

for users, considering predicted uplift [13, 38, 39]. However, the

lack of a well-defined formulation of the optimization problem may

restrict the effectiveness of these methods in achieving the market-

ing objective. In recent years, the most popular way of allocating

budget is the two-stage methods [1, 3, 12, 37], for the first stage

causal inference methods are used to predict the treatment effects.

For the second stage, the integer programming is invoked to find the

optimal allocation. Makhijani et al. [21] introduces the marketing

goal as a Min-Cost Flow network optimization problem to enhance

expressiveness. Albert et al.[3] and Ai et al. [1] employ the Multiple

Choice Knapsack Problem (MCKP) to model the discrete budget

allocation problem, and they propose efficient solvers based on

Lagrangian duality. Despite the effectiveness of the above methods,

solutions derived from these two-stage methods may be subopti-

mal due to misalignment between their objectives. There are also

some works that examine the policy to solve this problem. Du et

al. [11] and Zou et al. [41] proposed the direct learning approaches

for determining the ratios between values and costs in a binary

treatment setting, where treatments are first applied to users with

higher scores. Zhou et al. [40] proved that the proposed loss in the

studies by [11, 41] is unable to achieve the correct rank when it

converges The method presented in [12] is limited in applicability

as it assumes a strict budget constraint of ROI ≥ 0, which lacks
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flexibility for numerous marketing campaigns on online platforms.

However, the proposed method relies on the assumption of dimin-

ishing marginal utility and a presumption that is frequently not

strictly upheld in practical scenarios. Our work focuses on the uplift

prediction with domain knowledge, which imposes constraints on

the output of user responses to be monotonic and smooth while

optimizing budget allocation through an end-to-end approach.

2.2 End-to-End Optimization
End-to-end optimization is a crucial technique for mitigating the

performance gap in the two-stage "predict + optimize" problem. Sev-

eral recent studies have investigated the integration of predictive

algorithms and optimization problems. In this context, a promising

approach is to utilize neural networks to differentiate the optimiza-

tion layers. Amos and Kolter [4] introduced a differentiable layer

for Quadratic Programming (QP) optimization by differentiating

the KKT conditions. Donti et al. [10] introduced the task-based

end-to-end training process for QP problems. Studies on end-to-

end training of Linear Programming (LP) problems have also been

explored using quadratic regularization terms [33]. An interior-

point approach (IntOpt) [22] is proposed with the homogeneous

self-dual of LP problems to obtain backward gradients. Guler et

al. [14] propose a divide-and-conquer algorithm for solving non-

convex problems in the “predict + optimize” framework. Inspired by

[25], we have developed tailored predictive optimization solutions

for uplift modeling in online marketing, specifically targeting the

situation with budget constraints with an end-to-end optimization,

which has not been extensively explored in prior works.

3 PRELIMINARIES
In this work, we address the personalized assignment of incentives

(treatments) on an online platform. The optimization target is to

maximize the overall incremental number of customers completing

a purchase.We can pick at most one incentive to offer each customer

from a finite set of eligible incentives (see the example in Figure 1). A

global budget constrains the overall incremental revenue generated

by the incentive.

3.1 Cost-aware Uplift Modeling
Let D be the observed dataset with 𝑛 samples, where each sample

is represented as (𝒙𝑖 , 𝑡𝑖 , 𝑦𝑐𝑖 , 𝑦
𝑟
𝑖
). Without loss of generality, 𝒙𝑖 ∈ X,

where X ⊂ R𝑑 , is a 𝑑-dimensional feature vector. Similarly, 𝑦𝑐
𝑖
and

𝑦𝑟
𝑖
represent the conversion response variable and the revenue re-

sponse variable, respectively. And they belong to the value spaces

Y𝑐
and Y𝑟

, which can be either binary or continuous. The treat-

ment variable 𝑡𝑖 takes values in the set T = {0, 1, . . . , 𝐾}, where
𝐾 ≥ 2. For example, T can represent different discounts.

We formalize the problem by following the Neyman-Rubin poten-

tial outcome framework [27], which enables us to express the uplift

of incentive as follows. Let 𝑦𝑐
𝑖
(𝑘) and 𝑦𝑟

𝑖
(0) represent the potential

outcomes for user 𝑖 when they receive incentive 𝑡𝑖 = 𝑘 ∈ {1, . . . , 𝐾}
or when they are not treated, respectively. We use 𝜏𝑐

𝑖,𝑘
to denote the

incremental uplift caused by a specific treatment 𝑘 . Under certain

assumptions [35], we can use the conditional average treatment ef-

fect (CATE) as an unbiased estimator for the uplift. CATE is defined

as:

𝜏𝑐
𝑖,𝑘

= E
(
𝑦𝑐𝑖 (𝑘) − 𝑦

𝑐
𝑖 (0) | 𝒙𝑖

)
,

𝜏𝑟
𝑖,𝑘

= E
(
𝑦𝑟𝑖 (𝑘) − 𝑦

𝑟
𝑖 (0) | 𝒙𝑖

)
.

(1)

where 𝜏𝑐
𝑖,𝑘

represents the incremental effect on the expected con-

version probability of user 𝑖 with assigned treatment 𝑡 = 𝑘 . 𝜏𝑟
𝑖,𝑘

represents the incremental effect on the expected revenue of user

𝑖 with assigned treatment 𝑡 = 𝑘 . Since most marketing incentives

have a positive effect on the user response, thus we have 𝜏𝑐
𝑖,𝑘

≥ 0

and 𝜏𝑟
𝑖,𝑘

≥ 0,∀𝑘 ∈ {1, . . . 𝐾}. Specially, 𝑘 = 0 represents the user

receives no incentive, then 𝜏𝑐
𝑖,𝑘

= 0 and 𝜏𝑟
𝑖,𝑘

= 0.

Specially, most research studies treat the cost of implementing

the treatment as fixed. When considering incentives, researchers

typically use the fixed coupon value as the cost of the incentive.

However, this formulation fails to accurately account for the in-

cremental profit generated by the behavioral changes induced by

the incentive. For instance, while two users might exhibit the same

incremental effect, one could have a higher usage level and con-

tribute a more significant incremental profit. This aspect can only

be captured by measuring the treatment’s impact on cost [11].

3.2 Budget Allocation Problem
3.2.1 Binary Treatment Budget Allocation. The binary treatment

budget allocation problem is to assign the binary treatment to part

of the individuals to maximize the overall revenue on the platform,

but requires that the incremental cost does not exceed a limited

budget 𝐵. Let the decision variables be the 𝑧𝑖 ∈ {0, 1}. Therefore,
this problem can be formulated as an integer programming problem.

−min

∑︁
𝑖

𝜏𝑟𝑖 𝑧𝑖

s.t.

∑︁
𝑖

𝜏𝑐𝑖 𝑧𝑖 ≤ 𝐵

𝑧𝑖 ∈ {0, 1}, 𝑖 = 1, . . . , 𝑛.

(2)

we take an equivalent transformation frommax to −min for fitting

the standard 0-1 knapsack problem,

3.2.2 Multi-Treatment Budget Allocation. The goal of this optimiza-

tion task, which is an extension of the binary treatment budget

allocation, is to select a single incentive 𝑘∗ for each user 𝑖 to maxi-

mize the sum of the selected 𝜏𝑐
𝑖,𝑘

values. However, the total sum of

the selected 𝜏𝑐
𝑖,𝑘

should not exceed the budget constraint 𝐵.

Refer to the binary treatment budget allocation, the budget al-

location in the multi-treatment scenario can be formulated as the

MCKP:

−min

𝐼∑︁
𝑖=1

𝐾∑︁
𝑘=1

𝜏𝑟
𝑖𝑘
𝑧𝑖𝑘

s.t.

𝐼∑︁
𝑖=1

𝐾∑︁
𝑘=1

𝜏𝑐
𝑖𝑘
𝑧𝑖𝑘 ≤ 𝐵

𝐾∑︁
𝑘=1

𝑧𝑖𝑘 = 1, 𝑖 = 1, . . . , 𝑛,

𝑧𝑖𝑘 ∈ {0, 1}, 𝑖 = 1, . . . , 𝑛, 𝑘 = 1, . . . , 𝐾 .

(3)
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where 𝑧𝑖𝑘 is a binary assignment variable indicating whether a user

𝑖 is provided the 𝑘-th incentive or not. 𝜏𝑟
𝑖𝑘

represents the response

uplift, 𝜏𝑐
𝑖𝑘

represents the cost uplift.

4 METHODOLOGY
At a high level, our E

3
IR consists of two modules: the uplift pre-

diction module and the differentiable allocation module. The first

module is to predict uplifts in the user cost and response. Next, the

second module utilizes the predicted response uplift and cost uplift

to facilitate budget allocation through a differentiable optimization

procedure based on an allocation objective. The whole structure of

our E
3
IR is shown in Figure 2, and we introduce the two modules

in the following.

4.1 Uplift Prediction Module
In principle, uplift prediction for both 𝜏𝑐

𝑖,𝑘
and 𝜏𝑟

𝑖,𝑘
are achieved

using uplift modeling and data from randomized controlled trials.

To achieve the aim of this module, the previous two-stage methods

use any off-the-set uplift modeling methods, such as CFRNet [29]

and DragonNet [30], EUEN [15] etc. Different from them, we inject

the marketing domain knowledge (i.e., monotonicity, and smooth-

ness) to design a new uplift prediction structure. Specifically, we

formulate two constraints on the uplift prediction, i.e., monotonic

constraint and smooth constraint.

4.1.1 Monotonic Constraint. Obviously, the incentive is a direct
discount on the order amount in our problem setting and does not

include personalized creative content. Therefore, the higher the

amount, the more attractive it is for user conversion. However, with-

out the unique design for the model structure, we cannot guarantee

the response curve for a user 𝑖 is monotonic. To ensure monotonic-

ity, we propose a multi-treatment effect estimation model with a

monotonic constraint. We implicitly model the incremental effect

between two adjacent treatments and obtain the predicted uplifts

through accumulation.

As described in Section 3, we use

(
𝒙𝑖 , 𝑡𝑖 , 𝑦𝑐𝑖 , 𝑦

𝑟
𝑖

)
to represent

a user, for the online platform, 𝑥𝑖 includes the statistical charac-

teristics of the user’s historical behavior, such as the number of

transaction orders and the average amount of orders in the past 𝑛

days, and user identity descriptions, such as age and membership

status, consumption preference level for each business line, etc.

Without loss of generality, we omit the subscript of the variables.

We adapt the commonly used share bottom structure. The output

of the shared bottom 𝑳 is defined as Φ = 𝑳(𝑥), where Φ denotes

the shared user representation learned from the shared bottom. It

enables the efficient sharing of information across multi-treatments.

As shown in Figure 2, we use
ˆ𝜗𝑐
𝑖
and

ˆ𝜗𝑟
𝑖
to represent the incremental

effect of a user between two adjacent treatments. Thus, for the

response prediction, to better distinguish the output of each head,

we add the treatment embedding as part of the input rather than

only separate the prediction. Then, the input of the prediction head

includes two parts: the feature representation Φ and the treatment

information 𝛿𝑡
𝑖
. Especially, 𝛿𝑡

𝑖
represents the embedding of 𝑘-th

treatment. Then we have:

ˆ𝜗𝑟𝑖 = ℎ𝑟 ( [Φ;𝛿𝑖 ]) ,∀𝑘 = 1, · · · , 𝐾,
ˆ𝜗𝑐𝑖 = ℎ𝑐 ( [Φ;𝛿𝑖 ]) ,∀𝑘 = 1, · · · , 𝐾 .

(4)

where [·; ·] denotes the concatenation of two vectors, the functions

ℎ𝑟
𝑖
(·) and ℎ𝑐

𝑖
(·) is the incremental effect prediction head for the

response and the cost, respectively.

Finally, the response prediction of a user for the 𝑘-th treatment

can be formulated as:

𝑦𝑟𝑡 =

{
𝑦𝑟
0
, if 𝑡 = 0

𝑦𝑟
0
+∑𝑡

𝑘=1
ˆ𝜗𝑟
𝑖
, if 𝑡 ≥ 1.

(5)

Following the above equation, we can also predict the cost similarly.

Then, to implement the monotonic constraint, we only need to

make the incremental effect
ˆ𝜗𝑐
𝑖
and

ˆ𝜗𝑟
𝑖
greater than 0. It is easily

achieved by squaring the raw output of the last head layer, or we

can turn the output of the last head layer into an exponential form.

The loss function of the proposed model is defined as follows:

L
predict

=
1

𝑁

∑︁
(𝑥,𝑡,𝑦𝑐 ,𝑦𝑟 ) ∈D

(
L𝑐 (𝑦𝑐 , 𝑦𝑐 ) + L𝑟 (𝑦𝑟 , 𝑦𝑟 )

)
. (6)

where 𝑁 is the number of samples in the dataset D, L𝑐 and L𝑟
are the loss functions to predict the cost and the response, which

can be either cross-entropy or mean square error. 𝑦𝑐 and 𝑦
𝑟
are the

predicted cost and response for the corresponding treatment 𝑡 .

4.1.2 Smooth Constraint. As illustrated in Figure 1(b), smoothness

means that the model’s output does not change much as the incen-

tive level varies. To achieve the objective, inspired by the Siamese

neural network [16], which is often used in contrastive learning, we

share the parameter weights between different response prediction

heads so as to the cost prediction heads.

Moreover, to ensure the uplift prediction can accurately reflect

the influence of different treatments, we leverage Lipschitz regular-

ization, where ℎ is Lipschitz continuous if there exists a constant

𝑐 ≥ 0 such that: ��ℎ (𝑣𝑖 ) − ℎ (
𝑣 𝑗
) �� ≤ 𝑐 𝑣𝑖 − 𝑣 𝑗 

2
(7)

where 𝑣𝑖 =
[
Φ;𝛿𝑡

𝑖

]
is the concatenation of the user feature embed-

ding and the treatment embedding, ℎ can be either ℎ𝑟 or ℎ𝑐 , and

intuitively, the change of outcome is bounded by constant 𝑐 for

smoothness. It is evident that if the neural network 𝑓Ω is 𝑐-Lipschitz

on the 𝑣 , it is also 𝑐-Lipschitz on the treatment embedding 𝛿𝑡
𝑖
.

The Lipschitz Regularization [24] solely depends on the weight

matrices of each network layer with estimated per-layer Lipschitz

upper bound 𝑐 𝑗 , the loss for regularizing the differences between

treatment effects and outcomes can be written as:

LLip =

𝑙∏
𝑗=1

softplus

(
𝑐 𝑗
)
, (8)

where softplus

(
𝑐 𝑗
)
= ln (1 + 𝑒𝑐 𝑗 ) is a reparameterization strategy

to avoid invalid negative estimation on Lipschitz constant 𝑐 𝑗 and 𝑙

is the number of network layers.

Then, we can get the loss function of the uplift predictionmodule:

L
uplift

= L
prediction

+ 𝛼LLip . (9)

where 𝛼 is the hyperparameter to control the trade-off.
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Figure 2: The overall structure of our E3IR. The uplift prediction module generates the predicted uplift of user responses and
corresponding costs, the differentiable allocation module generates the allocation matrix, and the two loss functions Luplift
and Lallocation are jointly optimized in Eq. (20).

4.2 Differentiable Allocation Module
After we have got the predicted response uplift and the cost uplift,

we aim to build a differentiable incentive recommendation layer for

the end-to-end optimization, which can reduce the performance gap

between the uplift prediction and the budget allocation. Especially

motivated by the “predict + optimize” combination optimization

problem [25], we incorporate an ILP as a differentiable module in

the model structure that inputs both constraint and objective.

For ease of understanding, we omit the sum and the subscript

in Section 3.2 and use the vector form (bold form) of the variables.

For the differentiability problem, we can reformulate the gradient

calculation as a task of determining the descent direction. We need

to encounter the problem that the suggested gradient update 𝒛 − d𝒛
to the optimal solution 𝒛 is often unattainable, meaning that 𝒛 − d𝒛
does not represent a feasible integer point.

4.2.1 Descent direction. During the backward pass, the gradients

of the subsequent layers are obtained from the ILP solver. We need

to determine the change direction for the cost and response uplift.

Specifically, we want the solution of the updated ILP to move in

the direction opposite to the incoming gradient, also known as the

direction of descent.

Given a loss function denoted by L, let 𝝉𝑐 , 𝐵, 𝝉𝑟 , and the in-

coming gradient d𝒛 = 𝜕L/𝜕𝒛 at the point 𝒛 (𝝉𝑐 , 𝐵,𝝉𝑟 ) be provided.
To achieve end-to-end optimization, we must return gradients for

𝜕L/𝜕𝝉𝑐 , 𝜕L/𝜕𝐵, and 𝜕L/𝜕𝝉𝑟 . Our objective is to determine the di-

rections d𝝉𝑐 , d𝐵, and d𝝉𝑟 that result in the most significant decrease

in distance between the updated solution 𝒛 (𝝉𝑐−d𝝉𝑐 , 𝐵−d𝐵,𝝉𝑟−d𝝉𝑟 )
and the target 𝒛 − d𝒛. If the mapping 𝒛 is differentiable, it results in
the correct gradients, such as 𝜕L/𝜕𝝉𝑐 = 𝜕L/𝜕𝒛 · 𝜕𝒛/𝜕𝝉𝑐 (similarly

for 𝐵 and 𝝉𝑐 ). Then we have the following proposition:

Proposition 1. Let 𝑦 : Rℓ → R𝑛 be a differentiable function at
𝑥 ∈ Rℓ . Let 𝐿 : R𝑛 → R be a differentiable function at𝑦 = 𝑦 (𝑥) ∈ R𝑛 .
Denote 𝑑𝑦 = 𝜕𝐿

𝜕𝑦 at 𝑦. Then the distance between 𝑦 (𝑥) and 𝑦 − 𝑑𝑦
is minimized along the direction 𝜕𝐿

𝜕𝑥 , where
𝜕𝐿
𝜕𝑥 is the derivative of

𝐿(𝑦 (𝑥)) at 𝑥 .

Proof. For any 𝜉 ∈ Rℓ , let 𝜑 (𝜉) represent the distance between
𝒚(𝒙 − 𝜉) and the target 𝒚(𝒙) − d𝒚. It can be formulated as

𝜑 (𝜉) = ∥𝒚(𝒙 − 𝜉) −𝒚(𝒙) + d𝒚∥.

If d𝒚 = 0, there is nothing to prove as 𝒚(𝑥) = 𝒚 − d𝒚 and no

improvements can be made. Otherwise, 𝜑 is a positive and differen-

tiable function in the neighborhood of zero. The Frenet derivative

of 𝜑 is given by:

𝜑 ′ (𝜉) =
−[𝒚(𝒙 − 𝜉) −𝒚(𝒙) + d𝒚] · 𝜕𝒚𝜕𝒙 (𝒙 − 𝜉)

∥𝒚(𝒙 − 𝜉) −𝒚(𝒙) + d𝒚∥ ,

thus,

𝜑 ′ (0) = − 1

∥ d𝒚∥
𝜕𝐿

𝜕𝒚
· 𝜕𝒚
𝜕𝒙

= − 1

∥ d𝒚∥
𝜕𝐿

𝜕𝒙
,

where the last equality follows from the application of the chain

rule, therefore, the steepest descent direction coincides with the

derivative 𝜕𝐿/𝜕𝒙 , considering that ∥d𝒚∥ is a scalar. □

However, every ILP solution 𝑧 (𝜏𝑐 − 𝑑𝜏𝑐 , 𝐵 − 𝑑𝐵, 𝜏𝑟 − 𝑑𝜏𝑟 ) is con-
fined to integer points, and its ability to approach the point 𝑧 − 𝑑𝑧
is limited unless 𝑑𝑧 itself is also an integer point. To accomplish

this, we can decompose the vector 𝑑𝑧 as follows:

d𝒛 =

𝑛∑︁
𝑘=1

𝜆𝑖Δ𝑖 . (10)

where Δ𝑖 ∈ {−1, 0, 1}𝑛 are integer points and 𝜆𝑖 ≥ 0 are scalars.

The specific choice of basis Δ𝑖 will be discussed separately. For now,
it is sufficient to understand that each point 𝑧′

𝑖
= 𝑧−Δ𝑖 is an integer

point neighboring 𝑦 that indicates the direction of −𝑑𝑧. Then, we
address separate problems by replacing 𝑑𝑧 with the integer updates

Δ𝑖 .
To maintain the linearity of the standard gradient mapping, our

objective is to combine the gradients from the subproblems to create

the final gradient linearly. It is important to note that in the budget

allocation problem, 𝐵 is a constant. As a result, d𝐵 = 0, and we do

not update 𝐵 in the subsequent description.
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4.2.2 Cost uplift update. To obtain a significant update for an

achievable change Δ𝑖 , we compute the gradient of a piecewise

affine local mismatch function 𝑃𝒛′
𝑖
. The definition of 𝑃𝒛′

𝑖
is derived

from a geometric understanding of the underlying structure. In

doing so, we depend on the Euclidean distance between a point

and a hyperplane. Indeed, for any point 𝒛 and a given hyperplane,

parametrized by vector 𝝉𝑐 and scalar 𝐵 as 𝒛 ↦→ 𝝉𝑐 · 𝒛 − 𝐵, we have:
dist(𝝉𝑐 , 𝐵; 𝒛) = |𝝉𝑐 · 𝒛 − 𝐵 |/∥𝝉𝑐 ∥ . (11)

To update the constraints, we define that if 𝝉𝑐𝒛′
𝑖
≤ 𝒃 , then 𝒛′

𝑖
is

feasible. Then 𝑃𝒛′
𝑖
(𝝉𝑐 , 𝐵) is formulated as:

𝑃𝒛′
𝑖
(𝝉𝑐 , 𝐵) =


min𝑗 dist

(
𝝉𝑐
𝑗
, 𝐵; 𝒛

)
, if 𝒛′

𝑖
is feasible and 𝒛′

𝑖
≠ 𝒛∑

𝑗⟦𝝉𝑐𝑗 · 𝒛
′
𝑖
> 𝐵⟧ dist

(
𝝉𝑐
𝑗
, 𝐵; 𝒛′

𝑖

)
, if 𝒛′

𝑖
is infeasible

0, if 𝒛′
𝑖
= 𝒛 or 𝒛′

𝑖
∉ Z.

(12)

Z is the value space of 𝒛. Imposing linearity and using Eq. (10), we

define the gradient d𝝉𝑐 as:

d𝝉𝑐 =
𝑛∑︁
𝑘=1

𝜆𝑖
𝜕𝑃𝒛′

𝑖

𝜕𝝉𝑐
(𝝉𝑐 , 𝐵). (13)

Note that the mapping d𝒛 ↦→ d𝝉𝑐 is homogeneous. It is because

the whole situation is rescaled to one case (choice of basis) where

the gradient is computed and then rescaled back (scalars 𝜆𝑖 ). The

most natural scale agrees when 𝒛′
𝑖
are the closest integer neighbors.

This is due to the scale, which means that the entire situation is

rescaled to one case (choice of basis), where the gradient is com-

puted and subsequently rescaled. The most natural scale occurs

when 𝒛′
𝑖
are the nearest integer neighbors. This ensures the situa-

tion does not collapse into a trivial solution (zero gradients) and

prevents interference with distant values of 𝒛. The selection of this

basis serves as a hyperparameter. In our case, we construct a valid

basis explicitly and do not require optimization of any additional

hyperparameters.

4.2.3 Response uplift update. Ignoring the distinction between

feasible and infeasible 𝒛′
𝑖
, the problem of updating the cost has been

addressed in several prior studies. We employ a straightforward

approach that defines the mismatch function in a way that the

resulting update prioritizes 𝒛′
𝑖
over 𝒛 in the updated optimization

problem:

𝑃𝒛′
𝑖
(𝝉𝑟 ) =

{
𝝉𝑟 ·

(
𝒛′
𝑖
− 𝒛

)
if 𝒛′

𝑖
is feasible,

0 if 𝒛′
𝑖
is infeasible or 𝒛′

𝑖
∉ Z.

(14)

The gradient d𝝉𝑟 is then composed similarly as in Eq. (13).

4.2.4 The choice of the basis. Let 𝑖1, . . . , 𝑖𝑛 be the indices of the

coordinates in the absolute values of d𝒛 in decreasing order, i.e.,��
d𝒛𝑖1

�� ≥ ��
d𝒛𝑖2

�� ≥ · · · ≥
��
d𝒛𝑖𝑛

�� , (15)

and set

Δ𝑖 =
𝑘∑︁
𝑗=1

sign

(
d𝒛𝑖 𝑗

)
𝒖𝑖 𝑗 , (16)

where 𝑒𝑖 represents the 𝑘-th canonical vector. Consequently, Δ𝑖
represents the (signed) indicator vector of the initial 𝑖 dominant

directions.

Let ℓ be the largest index such that |d𝒛ℓ | > 0. Consequently, the

initial ℓ vectors Δ𝑖 are linearly independent and serve as a basis

for their respective subspace. Thus, there are scalars 𝜆𝑖 that satisfy

decomposition in Eq. (10).

Proposition 2. If 𝜆 𝑗 =
��
d𝒛𝑖 𝑗

�� − ��
d𝒛𝑖 𝑗+1

�� for 𝑗 = 1, . . . , 𝑛 − 1 and
𝜆𝑛 =

��
d𝒛𝑖𝑛

��, then Eq. (10) holds with Δ𝑖 ’s as in Eq. (16).

Proof. We prove that

𝑛∑︁
𝑗=ℓ

𝑤 𝑗𝒖𝑖 𝑗 =
𝑛∑︁
𝑗=ℓ

𝜆 𝑗Δ 𝑗 − |𝑤ℓ |
ℓ−1∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗 , (17)

For each ℓ = 1, . . . , 𝑛, with the abbreviation𝑤 𝑗 = d𝒛𝑖 𝑗 , the desired
equality of Eq. (10) can be derived from the special case where ℓ = 1

in Eq. (17).

Next, we proceed with the proof of induction. To start, we will

demonstrate the validity of Eq. (17) for ℓ = 𝑛. By referring to the

definition of Δ𝑛 in Eq. (16), we can observe:

𝜆𝑛Δ𝑛 − |𝑤𝑛 |
𝑛−1∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗

= |𝑤𝑛 |
𝑛∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗 − |𝑤𝑛 |

𝑛−1∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗

= 𝑤𝑛𝒖𝑖𝑛

Assuming that Eq. (17) holds for ℓ + 1 ≥ 2, then we demonstrate

that it also holds for ℓ :

𝑛∑︁
𝑗=ℓ

𝜆 𝑗Δ 𝑗 − |𝑤ℓ |
ℓ−1∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗

=

𝑛∑︁
𝑗=ℓ+1

𝜆 𝑗Δ 𝑗 − |𝑤ℓ+1 |
ℓ∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗 + 𝜆ℓΔℓ

+ |𝑤ℓ+1 |
ℓ∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗 − |𝑤ℓ |

ℓ−1∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗

=

𝑛∑︁
𝑗=ℓ+1

𝑤 𝑗𝒖𝑖 𝑗 + (|𝑤ℓ | − |𝑤ℓ+1 |)
ℓ∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗

+ |𝑤ℓ+1 |
ℓ∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗 − |𝑤ℓ |

ℓ−1∑︁
𝑗=1

sign

(
𝑤 𝑗

)
𝒖𝑖 𝑗

=

𝑛∑︁
𝑗=ℓ+1

𝑤 𝑗𝒖𝑖 𝑗 + sign (𝑤ℓ ) |𝑤ℓ | 𝒖𝑖ℓ =
𝑛∑︁
𝑗=ℓ

𝑤 𝑗𝒖𝑖 𝑗 ,

where we use the definitions of Δℓ and 𝜆ℓ . □

Moreover, for the binary treatment allocation problem, the value

spaceZ of 𝒛 is {0, 1}𝑛 . For multi-treatment, the optimal 𝑧𝑖𝑘∗ should

satisfy:

𝑧𝑖𝑘∗ = 1

(
𝑘∗ = argmax

𝑘

𝜏𝑟
𝑖𝑘

− 𝜆𝑖𝑘𝜏𝑐𝑖𝑘

)
, (18)

where 1 is the 0/1 indicator function. Corresponding to Eq. (3),

we change the decomposition results in as a vector 𝚫𝑖 for the

multi-choice problem, where 𝚫𝑖 = [Δ𝑖1,Δ𝑖2, · · · ,Δ𝑖𝐾 ] and Δ𝑖𝑘 ∈
{−1, 0, 1} ∩ ∑

𝑘 Δ𝑖𝑘 ∈ {−1, 0, 1}. And the value space Z of 𝒛𝒊 =

[𝑧𝑖1, 𝑧𝑖2, · · · , 𝑧𝑖𝐾 ] is 𝑧𝑖𝑘 ∈ {0, 1} ∩∑
𝑘 𝑧𝑖𝑘 = 1.
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Moreover, inspired by the Expected Outcome Metric in [38], we

design the loss function for the differentiable budget allocation

module as:

L
allocation

=
1

𝑁

∑︁
(𝑥,𝑡,𝑦𝑐

𝑖
,𝑦𝑟

𝑖
) ∈D

L𝑑 (𝑡, 𝑧𝑖 ), (19)

where L𝑑 (·, ·) is the cross entropy loss, 𝒛𝑖 is the predicted incentive
recommendation for each user. Combing with Eq. (6), the total loss

for our E
3
IR is:

L
E
3
IR

= L
predict

+ 𝛽L
allocation

. (20)

where 𝛽 is the hyperparameter to control the trade-off.

4.3 Discussion
This section discusses the distinctions between our E

3
IR and the

online MCKP and offline MCKP problems [3, 40]. In the online

MCKP, the goal of optimization is to recommend a single incen-

tive at each decision point, considering both the value and weight

quantities. This online approach allows for dynamic adaptation

of strategies. On the other hand, the offline MCKP employs the

same underlying selection algorithm as the online MCKP but with

items provided in advance. This allows the efficiency angle function

to be fitted once before making recommendations. Subsequently,

the algorithm determines which incentive to offer each customer

without updating the efficiency angle function. In online marketing,

the final objective of uplift prediction is to recommend incentives

to customers. Therefore, optimizing the uplift model without incen-

tive recommendation information may result in sub-optimal results

due to the objective gap. Consequently, our E
3
IR aims to provide

incentive recommendation information for uplift prediction under

budget constraints, aiming to mitigate the optimality gap between

two-stage methods involving online or offline MCKP.

5 EXPERIMENTS
In this section, we conduct experiments to answer the following

research questions:

• RQ1: How is the performance of our E
3
IR compared with

other baselines on both binary treatment andmulti-treatment

datasets?

• RQ2: How is the role that each part of our model plays?

• RQ3: How is the performance of our E
3
IR compared with

other baselineswhen the budget changes on themulti-treatment

datasets?

5.1 Datasets
• Hillstrom [9]: This dataset is derived from an email merchan-

dising campaign that involves 64,000 consumers who last pur-

chased within twelve months. The features include recency, his-

tory_segment, history, mens, womens, zip_code, newbie, channel.

The dataset contains three variables describing consumer activity

in the following two weeks after email campaign delivery: visit,

conversion, and spend.We select the spend as the response, the visit

as the cost, and the segment as the treatment (3 types). Following

[6], we also construct two binary treatment datasets Hillstrom-Men
and Hillstrom-Women, which combine the mens_email treatment

group and no_email control group, the womens_email treatment

group and no_email control group, respectively.

• Production: This dataset was obtained from one of China’s

biggest short video platforms. For such platforms, video sharpening

is known as a valuable source for studying user experience indica-

tors. Different degrees of video clarity can significantly influence

user experiences, potentially affecting users’ playback time and

bringing different bandwidth costs. To investigate this, we con-

ducted random experiments over two weeks, assigning three levels

of video sharpening (𝑇 = 1, 2, 3) as treatment groups, while regular

videos (𝑇 = 0) served as the control group. We quantified the impact

of different treatments by tracking users’ short video playback time

and bandwidth costs during this period. The resulting dataset com-

prises over 8 million users, with 108 features capturing user-related

characteristics. We present the dataset collection visualization in

Figure 3. Moreover, the data statistics are shown in the appendix.

Figure 3: The visualization of the Production dataset collec-
tion subject to different treatments. As 𝑡 increases, the clarity
of the video correspondingly enhances.

5.2 Baselines and Metrics
5.2.1 Baselines. We compare our E

3
IR with the following base-

lines:

• Cost-unaware binary incentive recommendation problem:

S-Learner [17], X-Learner [17], Causal Forest [8], CFR-
Net [29], DragonNet [30], EUEN [15].

• Cost-aware binary incentive recommendation problem:TPM-
SL [37], Direct Rank [11], DRP [40].

• Cost-awaremulti-incentive recommendation problem:Multi-
TPM-SL [1], DPM [40].

5.2.2 Metrics. We evaluate our model with the following met-

rics: AUUC (Area under Uplift Curve) [28], QINI (Qini Co-

efficient) [23], KENDALL (Kendall’s Rank Correlation) [23],

AUCC (Area underCostCurve) [11],MT-AUCC (Muti-Treatment

AUCC) [40], EOM (Expected Outcome Metric) [38].

Due to the space limitation, we present the details of the baselines

and metrics in the Appendix.

5.3 Implementation Details
We implement all baselines and our E

3
IR based on Pytorch 1.10 and

Jax 0.4.23, with Adam as the optimizer and a maximum iteration

count of 30. We use the QINI as a reference to search for the best
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hyper-parameters for all baselines and our model. We also adopt an

early stopping mechanism with a patience of 5 to avoid over-fitting

the training set. Furthermore, we utilize the hyper-parameter search

library Optuna [2] to accelerate the tuning process. All experiments

are implemented on NVIDIA A40 and Intel(R) Xeon(R) 5318Y Gold

CPU @ 2.10GHz.

5.4 Overall Performance (RQ1)
For the uplift prediction and budget allocation on the binary treat-

ment datasets (i.e., Hillstorm-Men, Hillstorm-Women), we present

the results in Table 1. From the results, we have the following

observations: 1) Meta-learners (i.e., the S-Learner and X-Learner)

appear to perform competitively with more advanced deep learn-

ing approaches, particularly in KENDALL, which is a measure of

the model’s ability to rank users by the predicted uplift. Causal

Forest have a better performance than CFRNet𝑤𝑎𝑠𝑠 across all the

metrics, which shows the effectiveness of the ensemble structure

and the splitting criterion. 2) DragonNet performs best among all

the cost-unaware baselines, this may because of the design of the

target regularization, which can reduce the predictive error of uplift.

In total, the representation learning-based methods have a higher

KENDALL than other baselines, which suggests that representa-

tion learning may have potential advantages in capturing ranking

consistency on the uplift prediction. 3) Our E
3
IR exhibits supe-

rior performance on both datasets across all the three metrics, this

shows that the monotonic and smoothness constraints of the user

response curve in online marketing can improve the performance of

the ranking metrics in uplift modeling. Moreover, the differentiable

allocation module can help train the uplift prediction module to be

more effective from the decision making perspective.

From the results of cost-aware binary treatment baselines, we set

the budgets as 400 in both two datasets, and we have the following

observations: 1) TPM-SL performs similar to the S-Learner on the

basic uplift metrics (i.e., AUUC, QINI and KENDALL), because the

TPM-SL uses the same model structure as the S-Learner for uplift

prediction. However, this method shows the worst performance

on AUCC among all cost-aware binary treatment methods; this

may be because using the S-Learner as the estimator of response

and cost predictors will introduce a bigger prediction error than

other methods, which leads to a bad AUCC. 2) Direct Rank and DRP

performs better than most cost-unaware baselines, this is because

that the two methods design the learning objective related to the

cost, with the cost information, the model can get more accurate

rank of ROI, which is benefit for the uplift prediction. DRP performs

better than Direct Rank on AUCC, which leverages a factor model

for mitigating the performance gap between the prediction and

optimization. This is helpful for getting better budget allocation

metrics. 3) Our E
3
IR shows superior performance across diverse

metrics and datasets, especially on QINI. This is due to that we

use the QINI as the objective to tune the hyperparameters of all

the baselines and our E
3
IR. Compared to the cost-aware baselines,

the superior performance indicates that the differentiable budget

allocation module can help our E
3
IR get better results on the ROI

ranking. The results also show that the end-to-end training of our

E
3
IR can reduce the performance gap between the prediction and

optimization.

Considering the multi-treatment scenarios, we evaluate the per-

formance of the budget allocation on the Hillstorm and Production

datasets with the budget as 500 and 50 thousand, respectively. We

present the results in Table 2, from the results, we have the follow-

ing observations: 1) DRM achieves the suboptimal performance

on most results of the two datasets, this may because the design

of decision factor module. Compared with solving the ILP prob-

lem by the bisection methods, the decision factor can transport

the optimization information into the uplift prediction, and this

can partly remove the performance gap in the two-stage method

Multi-TPM-SL. 2) Our E
3
IR achieves superior performance across

the MT-AUCC and EOM in the two datasets. Expected the public

dataset Hillstorm, the results of the Production dataset further ver-

ify the effectiveness of our designed structure. The consistency of

E
3
IR’s performance accentuates its adaptability and potential for

generalization across diverse experimental conditions.

5.5 Ablation Study (RQ2)
To analyze the role played by each proposed module, we construct

the ablation study on both the binary and multi-treatment datasets.

Specifically, we sequentially remove each module of our E
3
IR, i.e.

the monotonic constraint in the uplift prediction module (E
3
IR w/o

MC), the smooth constraint in the uplift prediction module (E
3
IR

w/o SC), the differentiable allocation module (E
3
IR w/o DA). We

present the results in Figure 4. From the results, we can see that

removing any module will cause performance degradation across

all the datasets and metrics. This verifies the validity of each module

design in our E
3
IR. That is, themonotonic constraint and the smooth

constraint can help the model get a better ranking performance of

the predicted uplift by injecting the marketing domain knowledge

into the structure design. The differentiable allocation module can

build the bridge between the prediction and optimization, which

can bring a big performance improvement compared with other

parts in our E
3
IR.
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Figure 4: Ablation study of our E3IR on all the binary treat-
ment and multi-treatment datasets.

5.6 Analysis of Budget Influence (RQ3)
After we predict the uplifts 𝝉𝑟 and 𝝉𝑐 , we can evaluate the influence

of different budgets. Following the formulation in [40], we draw

the curve and use incremental cost as the X-axis and incremental

response as the Y-axis. Similar to the uplift curve, if a good model

generates the score, then the curve should be above the benchmark
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Table 1: Overall comparison between our models and the baselines on HillstormMen and HillstormWomen datasets. We report
the results over five random seeds. The best and second best results are bold and underlined, respectively.

Methods Hillstorm Men Hillstorm Women

AUUC QINI KENDALL AUCC AUUC QINI KENDALL AUCC

S-Learner 0.4729 ± 0.0377 0.0206 ± 0.0110 0.5271 ± 0.0103 — 0.4804 ± 0.0253 0.0271 ± 0.0202 0.4809 ± 0.0197 —

X-Learner 0.4557 ± 0.0245 0.0473 ± 0.0227 0.5324 ± 0.0402 — 0.4513 ± 0.0056 0.0421 ± 0.0332 0.5723 ± 0.0288 —

Causal Forest 0.5023 ± 0.0219 0.0487 ± 0.0165 0.5689 ± 0.0402 — 0.5122 ± 0.0104 0.0523 ± 0.0211 0.5504 ± 0.0301 —

CFRNet𝑚𝑚𝑑 0.5228 ± 0.0306 0.0496 ± 0.0232 0.5451 ± 0.0243 — 0.5189 ± 0.0349 0.0519 ± 0.0251 0.5244 ± 0.0342 —

CFRNet𝑤𝑎𝑠𝑠 0.4998 ± 0.0442 0.0464 ± 0.0266 0.5199 ± 0.0303 — 0.5097 ± 0.0369 0.0477 ± 0.0198 0.5308 ± 0.0314 —

DragonNet 0.5640 ± 0.0392 0.0670 ± 0.0298 0.6804 ± 0.0381 — 0.5921 ± 0.0289 0.0623 ± 0.0277 0.6597 ± 0.0392 —

EUEN 0.5723 ± 0.0122 0.0603 ± 0.0265 0.5408 ± 0.0385 — 0.5414 ± 0.0151 0.0654 ± 0.0288 0.5202 ± 0.0401 —

TPM-SL 0.4665 ± 0.0188 0.0315 ± 0.0249 0.5902 ± 0.0351 0.0476 ± 0.0056 0.4725 ± 0.0211 0.0310 ± 0.0256 0.5108 ± 0.0399 0.0502 ± 0.0064

Direct Rank 0.5810 ± 0.0198 0.0683 ± 0.0295 0.6406 ± 0.0299 0.0498 ± 0.0047 0.6022 ± 0.0251 0.0671 ± 0.0265 0.6441 ± 0.0297 0.0519 ± 0.0048

DRP 0.5783 ± 0.0252 0.0667 ± 0.0210 0.6811 ± 0.0275 0.0545 ± 0.0044 0.6211 ± 0.0298 0.0669 ± 0.0214 0.6802 ± 0.0357 0.0531 ± 0.0043

E3IR 0.5928 ± 0.0193 0.0717 ± 0.0196 0.7033 ± 0.0353 0.0502 ± 0.0069 0.6466 ± 0.0267 0.0760 ± 0.0187 0.67f54 ± 0.0322 0.0587 ± 0.0027

Table 2: Overall comparison between ourmodels and the baselines onHillstorm and Production datasets. The EOM is represented
by employing the min-max normalized responses. Moreover, the EOM of the Production dataset is scaled down by a factor of 𝑒4.
We report the results over five random seeds. The best and second best results are bold and underlined, respectively.

Methods Hillstorm Production

MT-AUUC EOM MT-AUUC EOM

Multi-TPM-SL 0.0645 ± 0.0078 21.9767 ± 0.1088 0.3907 ± 0.0196 27.6576 ± 0.1079

DRM 0.0726 ± 0.0021 26.5744 ± 0.1102 0.3601 ± 0.0258 36.6544 ± 0.1099

E3IR 0.0803 ± 0.0044 29.9221 ± 0.1698 0.4639 ± 0.0311 44.5087 ± 0.1877

line. This means a better model would select samples to achieve

higher incremental value for the same incremental cost level. The

results are shown in Figure 5. Corresponding to the MT-AUUC

results in Table 2, our E
3
IR has the best performance of the cost

curve on both multi-treatment datasets. Moreover, we also test the

EOM of different approaches when given different budgets; we

show the results in Figure 6. It is still clear that our E
3
IR can always

help the platform obtain much more profits under different budgets.
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Figure 5: Cost curve comparison between the cost-aware base-
lines and our E3IR on the multi-treatment datasets.

6 CONCLUSION
In this paper, we formulate online marketing with a specific budget

constraint as a “predict + optimize” problem. To solve it, we pro-

pose an end-to-end optimization method E
3
IR, which consists of
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Figure 6: EOM comparison with the budget changes between
the cost-aware baselines and our E3IR on themulti-treatment
datasets.

two customized modules. Firstly, we incorporate marketing domain

knowledge into the uplift prediction module, enabling the acquisi-

tion of a monotonic and smooth user response curve. Additionally,

we utilize the differentiable optimization of the ILP problem to

reduce the performance gap in two-stage methods. Extensive exper-

iments conducted on binary treatment and multi-treatment datasets

demonstrate the superiority of our method across various metrics.

Future work will concentrate on reducing the time complexity of

the differentiable allocation module and applying this approach to

complex real-world marketing scenarios.
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