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With the rapid development of mobile app ecosystem, mobile apps have grown greatly popular. The explosive

growth of apps makes it difficult for users to find apps that meet their interests. Therefore, it is necessary to

recommend user with a personalized set of apps. However, one of the challenges is data sparsity, as users’

historical behavior data are usually insufficient. In fact, user’s behaviors from different domains in app store

regarding the same apps are usually relevant. Therefore, we can alleviate the sparsity using complementary

information from correlated domains. It is intuitive to model users’ behaviors using graph, and graph neu-

ral networks have shown the great power for representation learning. In this article, we propose a novel

model, Deep Multi-Graph Embedding (DMGE), to learn cross-domain app embedding. Specifically, we first

construct a multi-graph based on users’ behaviors from different domains, and then propose a multi-graph

neural network to learn cross-domain app embedding. Particularly, we present an adaptive method to balance

the weight of each domain and efficiently train the model. Finally, we achieve cross-domain app recommen-

dation based on the learned app embedding. Extensive experiments on real-world datasets show that DMGE

outperforms other state-of-art embedding methods.
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1 INTRODUCTION

Recently, with the rapid development of mobile internet technology, as well as the widespread

adoption of smartphones, mobile apps have grown greatly popular, and become the indispensable

companions in people’s daily lives. The emergence of mobile apps has changed people’s lifestyles,

including work, socialize, entertainment, and consumption, and made our life more intelligent and

convenient.

Mobile app stores [11], such as Google Play and Apple App Store, provide a large number of

mobile apps to meet the need of different users. However, the explosive growth of mobile apps with

diverse categories and functionalities makes it difficult for users to find apps that are relevant to

their interests from the huge amount of apps. Therefore, it is significant and necessary to provide

accurate mobile app recommendation for users, and it is helpful to understand user preferences

and improve user experience. Besides, accurate recommendation of mobile app will improve the

popularity of mobile apps, promote the app economy, and bring the economic benefits to app

developers [28, 29].

There are some recent studies about the mobile app recommendation, which can be mainly

divided into three categories: Context-aware app recommendation [16, 47], which aims to use the

current mobile context information (e.g., time and location) of users to facilitate the mobile app

recommendation. Privacy protection-based app recommendation [22, 46], which aims to protect user

privacy in mobile app recommendation, as mining and understanding user preferences may also

leak user privacy information. Cold-start app recommendation [21], which aims to recommend

newly released apps to users, as newly released apps may not have user ratings and lead to the

cold-start problem. These works don’t focus on leveraging users’ behaviors in mobile app store

(i.e., users’ app download records) to recommend personalized mobile apps to users. Besides, there

are usually a relative small portion of active users in mobile app store, and a majority of non-

active users often download only a small number of apps, users’ behavior data are thus lacking or

insufficient, which makes it difficult to accurately recommend personalized apps to users [37].

In fact, though data from a single domain are sparse, user behaviors from correlated domains

with the same apps are usually complementary [48]. In the mobile app store, there are two ways

users interact (e.g., download) with apps. One is downloading apps recommended on the homepage

(or category page, etc.) of app store (i.e., recommendation domain), and the other is by searching

(i.e., search domain). Specifically, search domain refers to the search page of app store. Users can

search and download apps directly in this domain. Recommendation domain refers to the home-

page (or category page, etc.) of app store. When users search, click, or download apps, the app store

can record users’ long-term behaviors, and then recommends related apps on the homepage based

on users’ historical behaviors. User behaviors in search domain reflect user’s current needs or in-

tention, while that in recommendation domain reflect user’s relative general interests. Leveraging

the interaction data from search domain can improve the performance of recommendation. On

the other hand, interaction data from recommendation domain can also help to explore user’s per-

sonalized interests and thus optimizing the ranking in search domain. Thus, the information from

recommendation and search domain are complementary, and we are motivated to leverage the

complementary information from correlated domains in mobile app store to alleviate the sparsity.

Cross-domain recommender systems (RSs) [3] aim to fuse information from correlated domains

to improve the performance of recommendation. Based on the information shared by different

domains, existing works on cross-domain recommendation mainly fall into two categories, i.e.,

user-shared and item-shared. In user-shared cross-domain recommendation [14], user embeddings or

profiles are usually shared across domains. However, user information in different domains may

not be directly accessible due to privacy protection or the absence of user profiles, thus it is difficult
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to directly obtain the shared user information. In item-shared cross-domain recommendation [24,

45], matrix factorization (MF) techniques [19, 31] are often used to factorize user-item interaction

matrix into user and item embeddings, then item embeddings are shared or transferred across

domains. However, these works only consider the user-item interaction, while ignore the item

dependency (i.e., the item co-occurrences in users’ behaviors). The item1 dependency is also useful

to capture item-item similarity and reflect users’ preferences [36]. Thus, we are motivated to learn

cross-domain app embedding based on the app co-occurrences in users’ behaviors, and then use

the cross-domain app embedding to achieve cross-domain app recommendation.

The key is to generate cross-domain app embedding. However, it is challenging to learn cross-

domain app embedding due to the following three key issues.

—How to correlate different domains in mobile app store, and what information about mobile

apps should be transferred (or shared) across domains?

—Though existing work [36] have applied the state-of-art embedding technique [30] to learn

user/item embedding for recommendation, these methods are developed for a single do-

main, which fail to generate effective cross-domain item embedding. How to transfer infor-

mation across domains and generate cross-domain app embedding?

—In mobile app store, all domains contribute to the effectiveness of app embedding. How-

ever, the weight (or contribution) of each domain is different, the effectiveness of app em-

bedding and the performance of app recommendation is sensitive to the weight selection.

How to adaptively balance the weight of each domain to generate effective cross-domain app

embedding?

To address these challenges, in this article, we propose a novel embedding model, named, Deep

Multi-Graph Embedding (DMGE). First, to correlate different domains in mobile app store, we con-

struct a cross-domain app graph (i.e., multi-graph) based on users’ behaviors from different do-

mains. In the multi-graph, nodes represent mobile apps, and edges represent app co-occurrences

in users’ historical app download records. Thus, learning cross-domain app embedding is formu-

lated as learning node embedding in the multi-graph. Second, to utilize the power of Graph Neural

Networks (GNNs) [44] on graph embedding, we propose a multi-graph neural network inspired

by multi-task learning, which extends GNNs to learn cross-domain app embedding. Specifically,

we design the domain-shared embedding layers to generate shared embedding of apps, which is

used to transfer across domains, and design the domain-specific embedding layers to generate

specific embedding of apps for each domain based on the shared embedding. Third, to balance

the weight of different domains, we present an adaptive method to dynamically adjust the weight,

and train the model efficiently. Finally, we use the learned cross-domain app embedding to achieve

cross-domain app recommendation.

The contributions of our work are summarized as follows:

—We aim to leverage the complementary information from correlated domains in app store

to facilitate mobile app cross-domain recommendation. Innovatively, we correlate different

domains by modeling the app dependency using a multi-graph, and learn cross-domain app

embedding for cross-domain recommendation.

—We propose DMGE, which is a graph neural network based on multi-task learning, to learn

domain-shared and domain-specific embedding. Particularly, it can adaptively balance the

weight of different domains.

1In this article, the item refers to the mobile app.
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(c) Cross-domain app graph.(b) App graph in different domains.

(a) Users’ interaction sequences in different domains.

Fig. 1. Illustration of constructing the app graph: (a) Users’ interaction sequences in different domains, in

which the square denotes user, the circle denotes mobile app, the solid line denotes app co-occurrence in

recommendation domain, and the dashed line denotes app co-occurrence in search domain. (b) App graph in

different domains, in which the node represents app, the edge represents co-occurrence of two apps, and the

weight of edge is the number of co-occurrence of two apps in the interaction sequences. (c) Cross-domain

app graph, i.e., the multi-graph, which contains the app dependency in different domains.

—We evaluate DMGE on large-scale real-world datasets, and the results show that DMGE

outperforms other state-of-the-art embedding methods.

2 PRELIMINARIES

In this section, we present several fundamental definitions of our work.

2.1 Users’ Behaviors in Different Domains

We first introduce two important domains in app store, and users’ behaviors in these domains.

Definition 1 (Recommendation Domain). It refers to the homepage (or category page, etc.)

of app store. It often recommends relevant apps according to user’s historical app download

records.

Definition 2 (Search Domain). It refers to the search page of the app store. Users can search and

download apps in this domain according to their current needs or intention. Both domains share

the same set of mobile apps.

Definition 3 (Interaction Sequence). Suppose there are D (D ≥ 2) domains. In each domain, for

each user, his/her behaviors (i.e., < user ,app, time >) are sequential, and can be sorted by the

timestamps when he/she downloaded the app, as shown in Figure 1(a).

2.2 App Graph Construction

Generally, users’ sequential behaviors in each domain can be modeled by graph intuitively [36].

Specifically, in the app graph, apps can be modeled as nodes, and app co-occurrences can be
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Table 1. A Summary of the Description of Notations

Notation Description

vi A mobile app.

u A user.

D The number of domains.

G The multi-graph.

V,E The node/edge set of G.

Gd The sub-graph, i.e., domain d .

X The app feature matrix.

A The adjacency matrix of multi-graph G.

Ad The adjacency matrix of subgraph Gd .

Xs The shared embedding of apps.

Xd The specific embedding of apps in domain d .

Θs The parameter of shared embedding layers.

Θd The parameter of specific embedding layers in domain d .

modeled as edges. The app graph contains abundant information about users’ behaviors. We then

introduce the construction of app graph.

Definition 4 (App Graph). In domain d (d = {1, . . . ,D}), the app graph Gd = (V,Ed ) is con-

structed to represent the dependency (i.e., co-occurrences) between apps, as shown in Figure 1(b).

The node set V denotes the set of apps. The edge set Ed denotes the app co-occurrences. The

weight of edge ei, j is the number of co-occurrence of app i and j in the interaction sequences.

Definition 5 (App Multi-Graph). As these D domains are correlated by the share apps V , the

cross-domain app graph can be constructed as the app multi-graph G = (V,E), which contains

the node set V with N nodes, and the edge set E with D types of edges (i.e., E = {E1, . . . ,ED }.
Each type constructs a subgraph, and each type of edge represents the app co-occurrence in a

domain, as shown in Figure 1(c).

2.3 Problem Definition

To achieve mobile app recommendation, we first learn app embedding in the cross-domain app

graph (i.e., app multi-graph). Then we can generate the user embedding in each domain by

aggregating the embeddings of his/her historical downloaded apps. Finally, we measure user-app

similarity by computing the distance between user embedding and item embedding. Based on the

user-app similarity, we recommend candidate top-K apps for each user in each domain.

Specifically, learning app embedding in the cross-domain app graph can be formulated as learn-

ing node embedding in the multi-graph, which can be stated as follows: with an undirected

weighted multi-graph G = (V,E), and node feature matrix X ∈ RN×M , representing the input

for each node as an M-dimensional vector, our goal is to learn a set of embeddings for all nodes

in each subgraph Gd , i.e., X = {X1, . . . ,XD } (Xd ∈ RN×E is the node embedding in subgraph Gd ,

with each node has an E-dimensional embedding). A summary of the definition of notations is

given in Table 1.

3 DEEP MULTI-GRAPH EMBEDDING

In this section, we elaborate the DMGE model to learn cross-domain app embedding. We first

propose a multi-graph neural network to learn node embedding, and introduce the definition and
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Fig. 2. The architecture of the multi-graph neural network.

architecture of the multi-graph neural network (in Section 3.1). Then, we introduce the key com-

ponents of the multi-graph neural network (from Section 3.2 to Section 3.4). Finally, we present

an adaptive method to learn the weight of each domain (in Section 3.5).

3.1 Multi-Graph Neural Network

In the cross-domain app graph G, the app setV is shared in all subgraphs.2 In Figure 1(c), each app

vi has different neighbors in different subgraph, i.e., each app may co-occur with different apps in

different domains, thus it is likely that app vi has different embeddings in different subgraph [23].

Moreover, all these embeddings belong to the same app vi , thus they are inherently related, and

contain the shared information about app vi . Here, we present two types of app embedding in the

cross-domain app graph G as follows:

Definition 4 (Domain-Shared Embedding). Each appvi has a shared embedding xs , which denotes

the shared information in the multi-graph G. We denote the shared embedding of the multi-graph

G as Xs .

Definition 5 (Domain-Specific Embedding). Each app vi has a specific embedding xd in subgraph

Gd , which encodes the specific information in subgraph Gd . We denote the specific embedding of

subgraph Gd as Xd .

GNNs [39, 44] have recently emerged as a powerful approach for representation learning on

graphs, such as graph convolutional network (GCN) [18]. Existing GNNs are mostly developed for

single graph, where only one type of edge exists between a pair of nodes. However, the multi-graph

may contain multiple types of edges between a pair of nodes, which brings additional complexity,

thus existing GNNs fail to learn effective multi-graph embedding.

To learn multiple types of node embeddings, we propose a multi-graph neural network, which

extends GNNs to generate multi-graph node embedding. The architecture is presented in Figure 2,

which follows the multi-task learning regime [4, 32], and each subgraph (i.e., domain) is viewed

as a task. There are four key components in the architecture: (1) the domain-shared embedding

layers to learn shared embedding of nodes in the multi-graph; (2) the domain-specific embedding

layers to learn specific embedding of nodes in each subgraph; (3) the prediction layer to predict

the probability that a link existing between a pair of nodes based on the specific embedding; and

(4) the adaptive weight balancing module to automatically adjust the weight of different domains.

2A subgraph represents a domain.
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The multi-graph neural network has the following characteristics:

—The inputs of the model the node features X (i.e., app features) and adjacency matrix A of

the multi-graph G.

—The outputs of the model are the app embedding Xd in all domains. After obtaining the app

embedding, we can achieve mobile app cross-recommendation based on the app embedding

(as illustrated in Section 4).

—The architecture of the multi-graph neural network is built upon the most commonly

used multi-task structure with hard parameter sharing [4, 32], where the domain-shared

embedding layers are shared across all the domains, and then each domain has the

domain-specific embedding layers on top of the domain-shared embedding. The informa-

tion can be transferred (or shared) across domains from the domain-shared embedding

layers.

—The domain-shared embedding layers are designed to generate shared information by en-

coding the node attributes and multi-graph structure, which can be transferred (or shared)

across domains. The output of these layers is the shared node embedding, which contains

the shared information among all domains, and can be transferred to learn specific embed-

ding in different domains.

—The domain-specific embedding layers are designed to generate specific embedding of

nodes in each domain, based on the domain-shared embedding. Then, the specific embed-

ding in each domain can be used to solve the task in corresponding domain.

—All the domains are correlated by the domain-shared embedding layers.

3.2 Domain-Shared Embedding Layer

The input of the domain-shared embedding layers are the adjacency matrix of multi-graph and

node feature matrix, and these layers are designed to generate shared embedding by encoding

node attributes and multi-graph structure. The graph convolution operator in GCNs [18] can ef-

ficiently learn node embedding based on neighborhood aggregation scheme, thus we adopt the

graph convolution operator in the domain-shared embedding layers:

X
(l+1)
s = ReLu

(
W̃
− 1

2 ÃW̃
− 1

2 X
(l )
s Θ(l )

s

)
, (1)

where X
(l+1)
s ∈ RN×Es is the shared embedding of multi-graph G in l-th layer, and X

(0)
s = X ∈

RN×M is the node feature matrix. Ã = A + IN ∈ RN×N is the adjacency matrix of graph G with

added self-connections. A ∈ RN×N is the adjacency matrix, and A(i, j ) = 1 if there are any links

between node vi and vj in each domain. The adjacency matrix A can be seen as the union of link

information in all domains, i.e., the adjacency matrix A encodes different types of edges between

mobile apps across all domains. IN ∈ RN×N is the identity matrix. W̃ ∈ RN×N is a diagonal matrix,

and W̃(i, i ) =
∑

j Ã(i, j ). Θ(l )
s ∈ RN×Es is the shared weight matrix of l-th layer. The output of

the l-th shared embedding layer is the shared node embedding Xs , which contains the shared

information among all subgraphs, and can be transferred to learn specific embedding in different

subgraphs.

3.3 Domain-Specific Embedding Layer

Based on the shared embedding Xs , the domain-specific embedding layers are designed to generate

specific embedding of nodes on each subgraph by Equation (2), and the inputs of these layers are
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the shared embedding and the adjacency matrix of each subgraph.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪
⎩

X
(l+2)
1 = ReLu

(
W̃
− 1

2

1 Ã1W̃
− 1

2

1 X
(l+1)
1 Θ(l+1)

1

)

. . .

X
(l+2)
D
= ReLu

(
W̃
− 1

2

D
ÃD W̃

− 1
2

D
X

(l+1)
D

Θ(l+1)
D

)
,

(2)

where X
(l+2)
d
∈ RN×E is the specific embedding of subgraph Gd in l+1-th layer, and X

(l+1)
d
= Xs

is the shared embedding. Ãd = Ad + IN ∈ RN×N . Ad ∈ RN×N and Ad (i, j ) is the weight of edge

(vi ,vj ), and the weight of the edge is the number of co-occurrence of app i and j. W̃d ∈ RN×N and

W̃d (i, i ) =
∑

j Ãd (i, j ). Θ(l+1)
d
∈ REs×E is the specific weight matrix of l + 1-th layer. The outputs

of the specific embedding layers is the set of node embedding X = {X1, . . . ,XD }.

3.4 Prediction Layer

In this layer, we use the domain-specific embeddings to predict the linkage between two nodes in

a subgraph (i.e. the probability that a link existing between two nodes), and train the model by

modeling the graph structure. The probability that there exists an edge between nodevi and node

vj in subgraph Gd is defined in Equation (3):

ŷi j = σ
(
x

T
d,i · xd, j

)
, (3)

where xd,i is the i-th row of Xd , which is the embedding of node vi in subgraph Gd . σ (·) is the

sigmoid function.

For each subgraph Gd , the loss function Ld is defined as the cross-entropy of the prediction ŷ
and the ground truth y, which can be formulated as follows:

Ld = − yi j log(ŷi j ) − (1 − yi j ) log(1 − ŷi j )

= −
∑

vj ∈Sd,p

logσ
(
x

T
d,i · xd, j

)
−
∑

vk ∈Sd,n

logσ
(
−x

T
d,i · xd,k

)
, (4)

where Sd,p is the set of positive samples in subgraph Gd , which contains the tuples (vi ,vj ,d ) with

an edge between node vi and vj in subgraph Gd . Sd,n = {vk |k = 1, . . . , S } is the set of negative

samples in subgraphGd , andSd,n is sampled from node setV by negative sampling [25, 26], which

contains the tuples (vi ,vk ,d ) with no edge between node vi and vk in subgraph Gd . Specifically,

the negative samples inSd,n are generated based on the degree of the node, i.e., sampling the nodes

with large degree values. Because these nodes usually contain sufficient structural and semantic

information in the graph.

Therefore, the objective function of the model is defined as Equation (5):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎩

L1 = −
∑

vj ∈S1,p

logσ
(
x

T
1,i · x1, j

)
−
∑

vk ∈S1,n

logσ
(
−x

T
1,i · x1,k

)

. . .

LD = −
∑

vj ∈SD,p

logσ
(
x

T
D,i · xD, j

)
−
∑

vk ∈SD,n

logσ
(
−x

T
D,i · xD,k

)
.

(5)

3.5 Adaptive Weight Balancing

In fact, the multi-graph neural network is difficult to train, because multiple subgraphs (i.e., do-

mains) need to be solved jointly, different domains need to be properly balanced to train the shared

and specific embedding that are useful to all domains. Generally, a naive approach to train the
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model is to perform a weighted sum of the loss function in Equation (5): L =
∑D

d=1 αdLd , which is

the dominant approach in multi-task learning [4]. However, there are some issues of this method.

First, the weight αd controls the information transfer across domains, the effectiveness of em-

bedding and the model performance is dependent on the weight selection. Second, it is time-

consuming and computationally expensive to tune the weight αd manually, makes the model

learning prohibitive in practice. Therefore, it is desirable to find an adaptive method to balance

the weight automatically and train the model efficiently.

We derive the weight of each domain from the perspective of multi-objective optimization. To

benefit all domains, we need to optimize all the objectives as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪
⎩

min
Θs ,Θ1

L1 (Θs ,Θ1)

. . .
min

Θs ,ΘD

LD (Θs ,ΘD ),
(6)

where Θs is the domain-shared parameter, Θd (d = {1, . . . ,D}) is the domain-specific parameter.

To solve Equation (6), we first state the Karush–Kuhn–Tucker (KKT) conditions [20], which is

a necessary condition for the optimal solution of multi-objective optimization.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎩

D∑
d=1

αd
∂Ld (Θs ,Θd )

∂Θs
= 0

∂Ld (Θs ,Θd )
∂Θd

= 0
D∑

d=1
αd = 1

αd ≥ 0

(7)

where αd is the weight of objective Ld (Θs ,Θd ).
As proved in [8], the solution to Equation (8) falls into two cases, one is 0 and the result sat-

isfies the KKT conditions Equation (7); the other is that the solution gives a descent direction

that improves all objectives in Equation (6). Thus, solving Equation (7) is equivalent to optimizing

Equation (8).

min
α1, ...,αD

������

D∑
d=1

αd
∂Ld (Θs ,Θd )

∂Θs

������

2

2

s .t .
⎧⎪⎪⎨
⎪⎪
⎩

D∑
d=1

αd = 1

αd ≥ 0

(8)

To clearly illustrate how to derive αd , we consider the case of two domains, thus Equation (8)

can be simplified as:

min
α

�����
α
∂L1 (Θs ,Θ1)

∂Θs
+ (1 − α )

∂L2 (Θs ,Θ2)

∂Θs

�����

2

2

s .t . 0 ≤ α ≤ 1

(9)

where α is the weight of loss function L1 (Θs ,Θ1).
Equation (9) is a unary quadratic equation of α , and the solution to Equation (9) is:

α =

⎧⎪⎪⎪⎨
⎪⎪⎪
⎩

0, sum(UT
V) ≥ sum(VT

V)
1, sum(UT

V) ≥ sum(UT
U)

(V−U)T
V

‖U−V‖22
, else

(10)
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ALGORITHM 1: Deep Multi-Graph Embedding

Input: A multi-graph G = (V, {E1, . . . ,ED }), and the node feature matrix X ∈ RN×M

Parameter: Θs , Θd (d = {1, . . . ,D}), and αd

Output: Node embedding X = {X1, . . . ,XD }(Xd ∈ RN×E )

1: Initialize parameters Θs , Θd , and αd .

2: Operate convolution on multi-graph G by Equation (1) and Equation (2).

3: for d ∈ [1,D] do

4: for (vi ,vj ) ∈ Ed do

5: Sample a set of negative samples Sd,n .

6: Optimize the loss function Equation (5), and automatically tune αd by using Equation (10).

7: end for

8: end for

9: return A set of node embedding X = {X1, . . . ,XD }

where U =
∂L1 (Θs ,Θ1 )

∂Θs
, V =

∂L2 (Θs ,Θ2 )
∂Θs

, sum(UT
V) =

∑
i

∑
j (UT

V)i j . The weight α updates at each

training step, and it is dynamically changing in the training process.

Finally, the loss function can be defined as follows:

L =
D∑

d=1

αdLd . (11)

The weight αd and the loss function are trained simultaneously. After training the model, we

can obtain the app embedding in each domain, which will be further used for cross-domain app

recommendation (as illustrated in Section 4).

Finally, we summarize the learning procedure of DMGE in Algorithm 1. In DMGE, the input

includes the multi-graphG and the node feature matrix X. In line 1, we first initialize the parameter

sets Θs , Θd and the weight αd of each domain. Then, we operate convolution on the multi-graph

G in line 2. For each subgraph Gd , we sample a set of negative samples in line 5. We use the link

information to train DMGE, optimize the loss function Equation (5), and automatically tune αd by

using Equation (10) simultaneously in line 6. Finally, we return a set of node embedding in line 9.

The time complexity of the model is O (NEs + D (NEs + NEsE)), and the memory complexity is

O (2NEs + D (NE + EsE)). The complexity is linear in the number of nodes (i.e., apps) N and the

number of domains D.

4 CROSS-DOMAIN APP RECOMMENDATION

In this section, we will introduce how to achieve mobile apps cross-recommendation based on the

app embedding.

Generally, users’ preferences can be characterized by their historical downloaded apps, thus

we represent users by aggregating embeddings of their downloaded apps [43]. We apply mean

aggregator here, and represent users by using the average app embeddings:

ud =
1

Id

Id∑
i=1

xd,i , (12)

where ud is the embedding of user u ∈ U in domain d , Id is the number of apps user u has down-

loaded, and xd,i is the embedding of app i in domain d .
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Table 2. Statistics of Datasets

Dataset Domain/relation Nodes Edges

Tencent App Store
Recommendation 18,229 548,930

search 18,229 936,065

Youtube
Friendship 15,088 76,765

co-friends 15,088 1,940,806

Then, for each domain, we measure user-app similarity by computing the cosine distance be-

tween user embedding and item embedding. Finally, based on the user-app similarity, we recom-

mend candidate top-K app for each user in each domain.

5 EXPERIMENTS

In this section, we first present the research questions about DMGE. Then, we introduce the

datasets and experimental settings. Next, we present the experimental results to demonstrate the

effectiveness of DMGE. Finally, we make a discussion of the deep insights of our work.

We first present the following four research questions:

—RQ1: How does DMGE perform in the mobile app cross-domain recommendation task com-

pared with other state-of-the-art embedding methods for recommendation?

—RQ2: How does the parameter sensitivity affect the performance of DMGE for app recom-

mendation?

—RQ3: Does the app embedding generated by DMGE can reflect the similarity between apps?

—RQ4: How does DMGE perform in the link prediction task on graph compared with other

state-of-the-art graph embedding methods?

5.1 Datasets

We evaluate our model on two real-world datasets, the details of datasets are as follows and the

statistics of datasets are presented in Table 2.

—Tencent App Store: It is the mobile app download records from a company app store,

which contains recommendation domain and search domain. The time span of the dataset

is 31 days, the number of apps is 18,229, and the number of user is 1,011,567. Based on the

download records, we construct the app graph for each domain, and the statistics of graph

is presented in Table 2. We use this dataset for mobile app cross-domain recommendation

task.

—Youtube3: The dataset is used to investigate the RQ4. The dataset [42] is a multi-

dimensional network consists of various type of interactions between users. We utilize two

types of relation among users, i.e., friendship and co-friends. The friendship relation means

two users are friends, and the co-friends means two users have shared friends. We use this

dataset for link prediction task in the multi-graph.

The two datasets are used differently in the experiments. As RQ1 described, the app store dataset

is used to evaluated the app recommendation performance of different methods. As RQ4 described,

the YouTube dataset is used to evaluate the link prediction performance of different graph embed-

ding methods. The goal of our work is mobile app cross-domain recommendation, thus we focus on

evaluating the app recommendation performance of different methods. The link prediction task is

3http://socialcomputing.asu.edu/datasets/YouTube.
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just an auxiliary experiment to evaluate the performance of the method in the classic task on graph

(e.g., link prediction). Thus, we perform app recommendation on app store dataset, and perform

link prediction on YouTube dataset.

5.2 Experimental Settings

5.2.1 Baseline Methods. For both tasks, we choose the following state-of-the-art graph embed-

ding methods as baselines:

—DeepWalk [30]: It applies random walk on graph to generate node sequences, and uses

Skip-Gram algorithm to learn embedding. We apply DeepWalk to each subgraph separately.

—LINE [34]: It learns node embedding through preserving both local and global graph struc-

tures. We apply LINE to each subgraph separately.

—node2vec [10]: It designs a biased random walk to explore diverse neighbors. We apply

node2vec to each subgraph separately.

—GCN [18]: It operates convolution on graph, and generates node embedding based on neigh-

bors. We apply GCN to each subgraph separately.

—mGCN [23]: It applies GCNs for multi-graph embedding. It can generate both general em-

beddings to capture the information for nodes over the entire graph and dimension-specific

embeddings to capture the information for nodes in each subgraph.

—DMGE(α ): It is a variant of DMGE. It tunes the weight in Equation (6) manually, and α is

the weight of the first domain.

For the mobile app cross-domain recommendation task, besides the above baselines, we also

compare with MF [19], which factorizes user-item matrix into user embedding and item embed-

ding, respectively. We apply MF to each domain separately.

5.2.2 Evaluation Metrics. To evaluate the performance of app recommendation, we compare

the recommended top-K list Ru with the ground truth listTu for each useru, and use the following

metrics to evaluate the top-K recommended results:

—Recall@K : It calculates the fraction of the ground truth (i.e., the user downloaded apps)

that are recommended by different algorithms using Equation (13), where U is the user

set, hu denotes the number of downloaded apps hits in the candidate top-K app list Ru for

user u, and tu denotes the number of downloaded app list Tu of user u. A larger value of

recall@K means better performance.

Recall@K =

∑
u ∈U hu∑
u ∈U tu

. (13)

—MRR@K : Mean Reciprocal Rank (MRR) uses the multiplicative inverse of the rank of the

first hit app among top-K app list to evaluate the performance of rank by Equation (14),

where ru is the rank of the first hit app. A larger value of MRR@K means better performance.

MRR@K =
1

|U |
∑

u ∈U

1

ru
. (14)

To evaluate the performance of link prediction, we use the metrics of classification: AUC

and F1.

5.2.3 Model Parameters. The parameters of DMGE are set as follows:

—Network architecture. The number of shared and specific embedding layers are both 1, the

shared hidden size is 64, and the specific hidden size is 16.
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Table 3. Recall@K Performance of Different Methods in Recommendation Domain

Domain Recall@K 10 20 30 40 50 60 70 80 90 100 1000

MF 0.0301 0.0453 0.0565 0.0658 0.0739 0.0812 0.0880 0.0942 0.1002 0.1065 0.2932

DeepWalk 0.0730 0.1104 0.1363 0.1558 0.1720 0.1853 0.1975 0.2082 0.2186 0.2273 0.4744

Single LINE 0.0622 0.0908 0.1128 0.1311 0.1487 0.1627 0.1756 0.1880 0.1987 0.2085 0.5032

node2vec 0.0345 0.0579 0.0773 0.0936 0.1080 0.1207 0.1324 0.1436 0.1534 0.1630 0.4574

GCN 0.0773 0.1139 0.1402 0.1642 0.1843 0.1981 0.2134 0.2267 0.2389 0.2487 0.5693

mGCN 0.0431 0.0835 0.1273 0.1677 0.2002 0.2142 0.2261 0.2383 0.2505 0.2627 0.6323

Cross DMGE(0.5) 0.1019 0.1607 0.2069 0.2436 0.2762 0.3035 0.3260 0.3471 0.3660 0.3826 0.7016

DMGE 0.1024 0.1661 0.2109 0.2455 0.2767 0.3042 0.3277 0.3484 0.3669 0.3831 0.6929

— Initialization. The node feature matrix can be initialized randomly, or by other embedding

methods, we initialize it as the identity matrix.

—Gradient normalization. We normalize the gradient of shared parameter Θs of each domain,

and then use the normalized gradient to calculating α in Equation (10). The normalized gra-

dient of domaind is Gd/ (‖Gd ‖2 · Ld ), where Gd =
∂Ld (Θs ,Θd )

∂Θs
is the unnormalized gradient.

—Other hyper-parameters. The number of negative samples is 2; the embedding dimension

is 16; the dropout of shared embedding layers is 0.3 and that is 0.1 of specific embedding

layers; the batch size is 256 and we train the model using Adam [17].

The parameters of baselines are fine tuned, and set as follows:

(1) MF, it is implemented using LibMF.4 (2) DeepWalk, the length of context window is 5; the

length of random walk is 20; the number of walks per node is 50. (3) LINE, the number of negative

samples is 2. (4) node2vec, p is 1 and q is 0.25; other parameter settings are the same as DeepWalk.

(5) GCN, the number of negative samples is 2. (6) mGCN, the initial general embedding size is 64,

other parameter settings are the same as [23]. (7) DMGE(α ), considering that both domains are

important, we set the weight α to 0.5; the other parameter settings are the same as DMGE.

5.3 Mobile App Cross-Domain Recommendation

To demonstrate the performance of DMGE in app recommendation task (RQ1), we compare DMGE

with other state-of-the-art embedding methods. The intuition is that better embeddings will

achieve better performance of recommendation.

For the app store dataset, we follow the commonly-used data splitting method in recommenda-

tion task [37, 43], i.e., splitting the data by time. We use data in consecutive 26 days to train app

embedding, and measure the performance of app recommendation in the next 5 days by the metric

Recall@K and MRR@K . The performance of different methods for recommendation domain and

search domain is presented in Tables 3–6. (Note that the best results are indicated by the bold font.)

Based on the results, we have the following observations:

—We first compare the performance of single-domain methods, including: MF, DeepWalk,

LINE, node2vec, and GCN. We can observe the graph embedding methods outperforms

MF, as MF only takes into account the explicit user-app interactions, while ignoring app

dependency in users’ behaviors, which can reflect users’ preferences.

—The overall performance of cross-domain methods (i.e., mGCN, DMGE(α ), DMGE) is bet-

ter than the single domain methods, which demonstrates that fusing information from

4https://www.csie.ntu.edu.tw/∼cjlin/libmf/.
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Table 4. Recall@K Performance of Different Methods in Search Domain

Domain Recall@K 10 20 30 40 50 60 70 80 90 100 1000

MF 0.0150 0.0251 0.0335 0.0408 0.0474 0.0533 0.0589 0.0642 0.0691 0.0739 0.2679

DeepWalk 0.0638 0.1043 0.1338 0.1571 0.1761 0.1924 0.2064 0.2185 0.2291 0.2387 0.4676

Single LINE 0.0546 0.0834 0.1044 0.1210 0.1348 0.1472 0.1584 0.1685 0.1774 0.1861 0.4439

node2vec 0.0289 0.0471 0.0622 0.0753 0.0870 0.0982 0.1082 0.1174 0.1260 0.1346 0.4176

GCN 0.0724 0.1089 0.1342 0.1534 0.1684 0.1812 0.1923 0.2023 0.2115 0.2201 0.5132

mGCN 0.0478 0.0939 0.1454 0.1938 0.2218 0.2328 0.2399 0.2480 0.2565 0.2653 0.5920

Cross DMGE(0.5) 0.0823 0.1363 0.1784 0.2134 0.2415 0.2652 0.2857 0.3037 0.3206 0.3360 0.6254

DMGE 0.0885 0.1467 0.1900 0.2238 0.2517 0.2759 0.2971 0.3162 0.3328 0.3473 0.6263

Table 5. MRR@K Performance of Different Methods in Recommendation Domain

Domain MRR@K 10 20 30 40 50 60 70 80 90 100 1000

MF 0.0149 0.0170 0.0180 0.0185 0.0188 0.0191 0.0193 0.0194 0.0196 0.0197 0.0208

DeepWalk 0.0510 0.0549 0.0563 0.0571 0.0575 0.0578 0.0581 0.0582 0.0584 0.0585 0.0594

Single LINE 0.0532 0.0561 0.0573 0.0580 0.0585 0.0588 0.0590 0.0592 0.0594 0.0595 0.0607

node2vec 0.0265 0.0290 0.0302 0.0308 0.0312 0.0315 0.0317 0.0319 0.0321 0.0322 0.0334

GCN 0.0641 0.0681 0.0695 0.0703 0.0708 0.0711 0.0713 0.0715 0.0717 0.0718 0.0729

mGCN 0.0264 0.0311 0.0338 0.0354 0.0364 0.0367 0.0370 0.0372 0.0373 0.0375 0.0389

Cross DMGE(0.5) 0.0697 0.0756 0.0780 0.0793 0.0801 0.0807 0.0811 0.0814 0.0816 0.0817 0.0829

DMGE 0.0699 0.0761 0.0785 0.0797 0.0805 0.0810 0.0814 0.0817 0.0819 0.0821 0.0832

Table 6. MRR@K Performance of Different Methods in Search Domain

Domain MRR@K 10 20 30 40 50 60 70 80 90 100 1000

MF 0.0120 0.0134 0.0141 0.0145 0.0148 0.0150 0.0151 0.0152 0.0153 0.0154 0.0164

DeepWalk 0.0468 0.0515 0.0534 0.0543 0.0549 0.0553 0.0556 0.0558 0.0560 0.0561 0.0571

Single LINE 0.0466 0.0500 0.0514 0.0522 0.0526 0.0530 0.0532 0.0534 0.0536 0.0537 0.0548

node2vec 0.0237 0.0260 0.0271 0.0278 0.0283 0.0286 0.0289 0.0290 0.0292 0.0293 0.0307

GCN 0.0558 0.0600 0.0616 0.0625 0.0630 0.0633 0.0635 0.0637 0.0639 0.0640 0.0651

mGCN 0.0324 0.0382 0.0415 0.0435 0.0443 0.0446 0.0448 0.0449 0.0450 0.0452 0.0465

Cross DMGE(0.5) 0.0592 0.0653 0.0678 0.0691 0.0700 0.0705 0.0709 0.0712 0.0714 0.0716 0.0728

DMGE 0.0629 0.0693 0.0718 0.0731 0.0739 0.0744 0.0748 0.0751 0.0753 0.0755 0.0766

correlated domains is helpful to learn better app embedding, and can improve the perfor-

mance of recommendation in both domains. When K is less than 40 in recommendation

domain and K is less than 30 in search domain, the Recall of mGCN is worse than the single

domain methods, the possible reason is that the weight between within-domain and across-

domain in mGCN is a hyper-parameter to be tuned, and cannot be adaptively learned by

the importance of each domain. Both DMGE and DMGE(α ) outperform the single domain

methods.

—Comparing the cross-domain methods, both DMGE(α ) and DMGE outperform mGCN,

which indicates that our model is effective to learn better app embeddings.

—DMGE outperforms DMGE(α ). We find that the average of α in DMGE is 0.4409, thus

when α = 0.5, DMGE(α ) can also achieve good performance. However, in DMGE(α ), it is
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(a) DMGE (b) DeepWalk (c) LINE

(d) node2vec (e) GCN () mGCN

Fig. 3. The parameter sensitivity analysis of embedding dimension.

time-consuming and computationally expensive to tune the hyper-parameter α manually to

obtain the optimal result. While in DMGE, α is a trainable parameter. Thus, we recommend

to use the adaptive method to train the model.

Overall, the proposed DMGE outperforms the state-of-the-art embedding methods, and im-

proves the performance of app recommendation in both domains.

5.4 Parameter Sensitivity

The key parameter that affects the performance of app recommendation is the dimension size

of app embedding (RQ2), we analyze how does the dimension size of app embedding affect

the performance of different graph embedding methods. In particular, we test the dimension

size = {8, 16, 32, 64}. Figure 3 show the results of different embedding dimension in recommen-

dation and search domain, and the evaluation metric is Recall@100.

As shown in Figure 3(a), in both domains, when the dimension of app embedding is 16, DMGE

performs the best. Therefore, we set the dimension of app embedding as 16.

Figure 3(b)–(f) shows the results of the graph embedding methods; we present the optimal di-

mension of different methods as follows: the dimension in DeepWalk is set to 16; the dimension

in LINE is set to 64; the dimension in node2vec is set to 16; the dimension in GCN is set to 32; and

the dimension in mGCN is set to 16.

5.5 Case Study: App-App Similarity

To evaluate whether the app embedding generated by DMGE can reflect the similarity between

apps (RQ3), we conduct a case study, and measure the app–app similarity by computing cosine

distance between the embeddings of two apps. Table 7 presents the seed app and their top three

similar apps in recommendation domain. (Note that inside the bracket is the category of the app.)

We can observe that the seed app Youku Video (Taobao, Cross Fire, or B612) has the same cat-

egory and functionality as its top-3 similar apps. Considering the seed app WeChat, though the
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Table 7. App-App Similarity in Recommendation Domain

App Top-3 similar apps

WeChat (Social) QQ (Social), Tencent Video (Video), Kuaishou (Social)

Youku Video (Video) Baidu Video (Video), iQiYi Video (Video), Sohu Video (Video)

Taobao (Shopping) JD.com (Shopping), Pinduoduo (Shopping), TMall (Shopping))

TouTiao (Reading) Tencent News (Reading), Xigua Video (Video), Kuaibao (Reading)

Cross Fire (Game) Happy Poker (Game), Wangzhe Rongyao (Game), Clash Royale (Game)

B612 (Photography) Facue (Photography), BeautyCam (Photography), Meitu XiuXiu (Photography)

category of Tencent Video is different from it, both of them are developed by the same developer,

besides, users can also share the interesting videos in Tencent Video to their WeChat friends. So,

though the category of Tencent Video is Video, it still has social properties to some extent. Consid-

ering the seed app Toutiao, though the category of Xigua Video is different from it, both of them

are developed by the same developer, besides, both of these two apps share some of the same video

content. Although the category of these apps are different, they are still relevant.

We find that the app embedding generated by DMGE can capture the similarity between apps.

5.6 Link Prediction

To demonstrate the performance of DMGE in link prediction task (RQ4), we compare DMGE with

other state-of-the-art graph embedding methods. The intuition is that better embeddings will

achieve better performance of link prediction.

In the multi-graph, we perform link prediction in different subgraph separately. In each sub-

graph, we randomly remove 30% of edges, and we aim to predict whether these removed edges

exist. We formulate the link prediction task as a binary classification problem by using the embed-

dings of two nodes, and there are two types of combination: element-wise addition, element-wise

multiplication.

In training set, we use the remaining node pairs as positive samples, and randomly sample an

equal number of not connected node pairs as negative samples. In testing set, we use the removed

node pairs as positive samples, and randomly sample an equal number of not connected node

pairs as negative samples. We train a binary classifier using logistic regression on the training set,

and evaluate the performance of link prediction on the testing set. For each method, we choose

the optimal combination of embeddings and present the best results. The average performance

of different methods are presented in Figure 4. For metric AUC, the standard deviations of all

methods are as follows: DeepWalk is 0.0440, LINE is 0.0388, node2vec is 0.0367, GCN is 0.0038,

mGCN is 0.0053, DMGE(α ) is 0.0088, and DMGE is 0.0031. For metric F1, the standard deviations

of all methods are as follows: DeepWalk is 0.0502, LINE is 0.0662, node2vec is 0.0434, GCN is 0.0115,

mGCN is 0.0011, DMGE(α ) is 0.0066, and DMGE is 0.0064.

Based on the results, we have the following observations:

—The multi-graph embedding methods (i.e., mGCN, DMGE(α ), and DMGE) outperform the

single graph embedding methods (i.e., DeepWalk, LINE, node2vec, and GCN), which indi-

cates that using multiple relations in the multi-graph is helpful to learn better embedding.

—DMGE(α ) and DMGE outperform mGCN, which indicates that our proposed graph neural

network is effective to learn better embeddings.

—The average performance of DMGE is better than DMGE(α ), which indicates the effective-

ness of training the model in the adaptive way.
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Fig. 4. The performance of different methods in link prediction.

5.7 Discussion

We next discuss the potential future directions to improve this work.

5.7.1 Node Features. To take full advantage of the information of user–app interaction data,

aside from using them for graph construction, we can also use them as node features. Using the

user–app interaction data as additional features, we can represent the node features by encoding

both its own information (i.e., the one-hot features) and the user–app interaction information. In

particular, the user–app interaction information can reveal users’ preferences for apps. Thus, it is

helpful to learn effective node embeddings by using the user–app interaction data as the additional

features.

5.7.2 The Usage of Embedding. The embeddings of DMGE can be used for candidate apps gen-

eration in the recall stage. Through calculating the pairwise similarities between the embeddings

of users and apps, we can generate a candidate set of apps which users may like, and the can-

didate set can be further used in the ranking stage to generate the final recommendation set of

apps [5]. Besides, the embeddings can also be used for transfer learning [27] and alleviating the

sparsity [43].

5.7.3 Cross-Domain Representation Learning. In app store, there are many domains, in addition

to the recommendation and search domain studied in this article, there are game domain (i.e., the

game page in app store), ranking domain (i.e., the app ranking page in app store), and so on. When

there are multiple domains, using the Frank–Wolfe algorithm [15, 33], we can efficiently obtain

the weight αd of each domain in Equation (8). With the learned weight αd , we can optimize the

loss function in Equation (11) to train the model.

5.7.4 Scalability. The training time of the model is 30 minutes per epoch on average, and testing

time is 35 minutes per epoch on average. The embedding layers in DMGE adopt the graph convo-

lution operator in GCN [18]. However, GCN requires the full graph Laplacian, thus it is computa-

tionally expensive to apply GCN for large-scale graph embedding. To apply DMGE for large-scale

multi-graph embedding, we have the following strategy: we can adopt GraphSAGE [12] as the

embedding layers in DMGE, as GraphSAGE generates embeddings by sampling and aggregating

features from a node’s local neighborhood, and only requires local graph structures.

6 RELATED WORK

In this section, we review the relevant works in four areas that best line up with our research.
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6.1 Cross-Domain Recommendation

Cross-domain RSs [3] aim to fuse information from correlated domains to improve the perfor-

mance of recommendation. Based on the information shared by different domains, existing works

on cross-domain recommendation mainly fall into two categories, i.e., user-shared and item-shared.

In user-shared cross-domain recommendation [14], user embeddings or profiles are usually shared

across domains. However, user information in different domains may not be directly accessible

due to privacy protection or the absence of user profiles, thus it is difficult to directly obtain the

shared user information. In item-shared cross-domain recommendation [24, 45], MF techniques [19,

31] are often used to factorize user-item interaction matrix into user and item embeddings, then

item embeddings are shared or transferred across domains. However, these works only consider

the user-item interaction, while ignore the item dependency (i.e., the item co-occurrences in users’

behaviors). The item dependency has been proved to be also important to capture item-item sim-

ilarity and reflect users’ preferences [36, 43], we are thus motivated to achieve cross-domain rec-

ommendation based on the app dependency in users’ behaviors.

6.2 Mobile Apps Recommendation

Mobile app recommendation has attracted an increasing number of attention of researchers, which

aims to recommend each user with a personalized set of apps. Existing works on mobile app rec-

ommendation can be mainly divided into three categories. Context-aware app recommendation [16,

47], which aims to recommend relevant apps to user based on his/her current mobile context infor-

mation (e.g., time and location). A tensor is often used to represent user-app-context interaction in

users’ mobile app usage history. Then tensor decomposition methods [16] are commonly used to

represent user’ preferences, app information, and context information to facilitate context-aware

app recommendation. Privacy protection-based app recommendation [22, 46], which aims to pro-

tect user privacy in mobile app recommendation, as mining and understanding user preferences

may also leak users’ privacy information. Specifically, the trade-off between users’ privacy prefer-

ences and apps’ attributes (e.g., popularity and functionality) is considered to achieve mobile app

recommendation. Cold-start app recommendation [21], which aims to recommend newly released

apps with no ratings to users. Relevant information from Twitter about the apps is used to solve

the cold-start app recommendation problem. Different from the above studies, we focus on users’

download behaviors in mobile app store, and aim to leverage the complementary information from

correlated domains in mobile app store to facilitate cross-domain app recommendation.

6.3 Embedding Methods for Recommendation

Representation learning [1] is one of the most fundamental problems in deep learning. As a prac-

tical application, effective embedding has been proven to be useful and achieve significant per-

formance in RSs including: E-commerce [36, 43], search ranking [9], and social media [40]. The

embedding methods in RSs can be divided into two categories: word embedding-based methods

and graph embedding-based methods. The former methods [9, 43] learn embedding by modeling

the item co-occurrence in users’ behavior sequences. Specifically, they model the items as words

and user’s behavior sequences as sentences, and apply the word embedding methods [25, 26] to

represent items in a low-dimensional space. While the latter methods [36, 40] construct item graph

based on users’ behaviors, they model the items as nodes and item co-occurrences as edges, and

apply the graph embedding methods [6, 12, 13, 30] to learn embedding. However, these methods

are developed to learn embedding in a single domain, which fail to learn effective cross-domain

embedding.
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6.4 Graph Neural Network

GNNs [38, 39] have emerged as a powerful approach for representation learning on graphs re-

cently, such as GCN [18], GraphSAGE [12], and GAT [35]. Through a recursive neighborhood

aggregation scheme, GNNs can generate node embedding by aggregating features of neighbors.

In this part, we focus on reviewing related works about the convolution based GNNs, which can

be categorized as spectral approaches and non-spectral approaches.

The spectral approaches depend on the theory of spectral graph convolutions. Bruna et al. [2]

first propose a generalization of convolutional neural networks to graphs, however, it is computa-

tionally expensive. Defferrard et al. [7] designK-localized convolutional filters on graphs based on

spectral graph theory, which is more computationally efficient. Kipf et al. [18] limit the layer-wise

convolution operation to K = 1 to avoid overfitting, and propose the GCN to encode both local

graph structure and features of nodes by layer-wise propagation. The non-spectral approaches

operate spatial convolutions on the graph. Hamilton et al. [12] propose GraphSAGE to generate

node embeddings by sampling and aggregating features from a node’s local neighborhood. How-

ever, these GNNs are developed for single graph embedding, which fail to learn effective multi-

graph embedding, because these GNNs can only generate the node embeddings, which encode

the information from all domains, i.e., domain-shared embeddings. However, directly applying the

same embeddings learned by GNNs to all domains may not be applicable, because each domain has

specific information, and the same embedding cannot capture the specific characteristic of each

domain. The main difference between DMGE and GNNs is that, DMGE learns both the domain-

shared embedding and the domain-specific embedding, while GNNs can only generate the shared

node embedding.

There are also GNNs for learning multi-graph embedding, such as: Graph Transformer Network

(GTN) [41], which is designed to learn node representation in the heterogeneous graph. The main

difference between GTN and DMGE is that, the functionalities of these two methods are different.

GTN can only generate one type of embedding for each node, and cannot generate multiple types

of embeddings for each node to adaptive to multiple domains. We cannot directly apply the same

embedding of a node learned by GTN to all domains, because each domain has specific information,

and the same embedding cannot capture the specific characteristic of each domain. While DMGE

first utilizes the domain-shared embedding layers to learn shared embedding of nodes in the multi-

graph. Then, it further feeds the domain-shared node embeddings into different domain-specific

embedding layers to learn specific embedding of nodes in different domain. The learned domain-

specific embedding can be used to solve the app recommendation task in the domain.

7 CONCLUSION

In this article, we aim to leverage the complementary information from correlated domains in

app store to facilitate mobile app cross-domain recommendation. We propose the DMGE model,

which is a graph neural network based on multi-task learning. We construct the cross-domain app

graph as a multi-graph based on users’ behaviors from different domains in app store, and then

design a multi-graph neural network to learn multi-graph embedding. Particularly, we present an

adaptive method to balance the weight of different domains and efficiently training the model.

Finally, we achieve cross-domain app recommendation based on the learned app embedding. We

evaluate our approach on large-scale real-world datasets, and the experimental results show that

DMGE outperforms other state-of-the-art embedding methods.
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